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Introducing a Model within the Driver Assistance 
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Extraction for In-Vehicle Applications 
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Abstract: This study proposes a descriptor-based approach combined with deep 

learning, which recognizes facial emotions for safe driving.  Paying attention to the 

driver's facial expressions is crucial to address the increasing road accidents. This project 

aims to develop a Facial Emotion Recognition (FER) system that monitors the driver's 

facial expressions to identify emotions and provide instant assistance for safety control. 

In the initial stage, Viola-Jones face detection was employed to detect the facial region, 

followed by Butterworth high-pass filtering to enhance the identified region for locating 

the eye, nose, and mouth regions, using Viola-Jones face detection. Secondly, the Local 

Binary Patterns (LBP) feature descriptor is utilized to extract features from the identified 

eye, nose, and mouth regions. Using 3 RGB channels, the extracted features from these 

three regions are fed into RessNet-50 and EfficientNet deep networks. The outputs of 

the two deep learning models' classifiers are combined and integrated using two 

ensemble methods: ensemble maximum voting and ensemble mean. Based on these 

combining classifier rules, the performance was evaluated on the JAFFE and KMU-FED 

databases. The experimental results demonstrate that the proposed method can 

effectively and with higher accuracy than other competitors recognize emotions in the 

JAFFE and KMU-FED datasets. The novelty and originality of this paper lie in its 

significant application in the automotive industry. Implementing our proposed method in 

a system capable of high accuracy and precision can help mitigate numerous driving 

hazards. Our approach has achieved 99% and 98% accuracy on the JAFFE and KMU-

FED databases, respectively. This high level of accuracy, coupled with its practical 

relevance, underscores the innovative nature of our work. 

Keywords: Ensemble deep learning, combination of classifiers, Driver assistant, Face 

emotion recognition, Local binary pattern. 

 

  

1 Introduction 

SYCHOLOGIST Watzlawick emphasizes that every 

state (words, silence, activity) in human interaction 

has meaning and that communication is essential to 
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building civil society [1]. Communication consists of 7% 

verbal communication, 38% para-verbal communication 

(such as tone analysis), and 55% nonverbal 

communication (such as facial expressions, gestures, and 

eye contact). Nonverbal communication is crucial to 

many aspects of our daily lives and the effectiveness of 

human interaction. There is a greater probability that 

positive emotions will develop than negative emotions, 

such as fear, mistrust, etc. Consequently, facial 

expressions are the primary means by which we 

communicate our emotions to the external world and 

interact with others. We assess how others engage with 
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us through them. A computer can automatically 

recognize facial expressions and emotions. Human-

computer interactions must be rich and robust to be 

effective, so automatic emotion recognition systems, like 

those that recognize mood, are crucial. In recent years, 

emotion recognition has gained increasing popularity in 

human-computer interfaces. It has also found 

applications in animation, medicine, and security [2]. 

Due to the rapid growth of interest in autonomous 

vehicles, advanced driver assistance systems have been 

developed to ensure the safety of drivers and society. 

Monitoring driving behavior to detect drivers' health 

status is crucial, as it prevents driver distraction. There is 

a rise in road traffic accidents, and the primary cause of 

most road accidents is driver error, such as distracted 

driving, aggressive driving, or impaired driving caused 

by alcohol or substance consumption. It is possible to 

identify aberrant driving behaviors using eye tracking, 

blink analysis, head pose estimation, and facial 

expression recognition [3]. 

Khalil et al. [4] provide a concise overview of the 

classification of various road accidents. Advances in 

sensors, computational technology, communication 

technology, road safety, and vehicle safety features have 

been taken to a new level, commonly known as 

Intelligent Transportation Systems (ITS). As part of this 

research, a robust facial expression recognition 

technique has been developed to deal with drivers' 

changing emotions. Facial expressions include joy, 

surprise, anger, Sadness, fear, and disgust. As these 

fundamental emotions indicate a communication signal 

that does not occur in everyday verbal interactions, 

capturing these moments is difficult. As a result, when 

this happens, a powerful message is sent to our 

surroundings, urging us to take health and safety 

precautions immediately [5]. 

Machine learning is a traditional FER approach that 

uses facial features that can benefit the implementation 

of real-time embedded systems. Both fast speed and 

reliable accuracy can be achieved through machine 

learning techniques. However, optimal performance 

cannot be guaranteed [6]. The state-of-the-art (SOTA) 

studies on FER methods extensively use deep neural 

network (DNN) techniques. DNN models eliminate the 

feature extraction, enabling high performance [7]. 

Computer vision has been challenged by the task of 

facial emotion recognition (FER). In general, FER 

consists of the following four main modules: the image 

enhancement module, the face detection module, the 

feature extraction module, and the classification module. 

Image processing techniques such as filtering, wavelet 

transformation, and noise removal enhance images. Face 

detection is accomplished through pattern-based 

matching or statistically based models [8]. 

In the feature extraction process, local and global 

features of facial regions are captured, including 

appearance, shape, texture, motion, landmarks, 

geometry, and so on. Ultimately, feature detection can 

be conducted through supervised or unsupervised 

methods. It is possible to classify or cluster features 

according to a variety of classifiers and clustering 

approaches [9]. 

 In facial expression recognition, feature extraction is 

an essential component. Feature extraction methods can 

be divided into geometry-based feature extraction and 

appearance-based feature extraction. In the geometry-

based approach, the distances between landmark points, 

the area, and the angles of the constructed triangles in 

the facial region are used as features. As part of the 

appearance-based approach, pixel intensity values and 

their relationships with adjacent pixels are considered 

features [10]. 

In this work, feature extraction performs spatial and 

textural information extraction using the LBP feature 

descriptor. These features are interconnected and are 

utilized to overcome limitations in facial expression 

recognition through transfer learning. Ultimately, human 

facial emotions are classified by amalgamating into a 

group classifier [11]. 

Two standard datasets were used to test the proposed 

system: the KMU-FED [12] dataset and the Japanese 

Female Facial Expression (JAFFE) [13] dataset. 

Accordingly, the remainder of the paper is organized 

as follows: Section 2 discusses the status of artistic 

works in FER, Section 3 presents the proposed system, 

and Section 4 discusses the empirical analysis of the 

proposed system. The paper concludes with Section 5, 

which provides recommendations for future 

improvement. 

Due to the significant importance of facial expression 

recognition while driving, we are pursuing a method that 

achieves high accuracy in this domain. Consequently, 

we utilize appropriate image preprocessing techniques 

and implement ensemble voting and ensemble mean 

approaches within the deep neural networks ResNet-50 

and EfficientNet. Our experiments on the JAFFE 

database yielded 97% and 99% accuracy, while the 

KMU-FED database achieved 95% and 98% accuracy. 

These results demonstrate the efficacy of our proposed 

method. 

2 Related work 

Six basic emotions have been identified: pleasure, fear, 

disgust, Sadness, anger, and surprise (except neutral). 

Using this concept, Ekman developed the Facial Action 

Coding System (FACS), the gold standard of emotion 

detection research. As a result, neutrality has now been 

included in most data sets used for emotion detection. 
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Primary emotions include happy Face, angry Face, 

disgusted Face, fearful Face, sad Face, surprised Face, 

and contemptuous Face [14]. 

 A two-stage machine learning approach was used in 

early studies on emotion detection. First, image features 

were extracted, and then, in the second stage, classifiers 

were used to identify emotions [15]. Handcrafted 

features such as Gabor wavelets, Haar-like features, 

linear binary pattern (LBP) features, and edge histogram 

descriptors are often employed to detect facial 

expressions. The classifier selects an image with the 

most suitable emotion [16]. The techniques are more 

effective on specialized datasets but have significant 

limitations when applied to challenging datasets with 

greater intra-class diversity [17]. 

In recent years, multiple companies have made 

remarkable advances in neural networks, deep learning, 

image classification, and visual challenges. Khoury [18] 

demonstrated that CNNs can identify emotions more 

accurately. Moreover, zero-shot learning was used to 

model human facial expressions using the Toronto Face 

Dataset (TFD) and the Cohn-Kanade dataset (CK+). 

Authors in [19] trained a neural network using deep 

learning and translated human images into animated 

faces to construct a model for Facial Expression (FE) 

from stylized animation characters. Malahosseini 

proposed a neural network incorporating top pooling 

layers, convolutional layers, and four initial layers for 

facial expression recognition [7]. Using the BDBN 

network, the authors integrate feature selection and 

classification into a recursive network and illustrate the 

importance of input from both components in achieving 

higher accuracy on the CK+ and JAFFE databases. 

The authors of [20] proposed a deep CNN algorithm 

for annotating noise in valid images using 

crowdsourcing. Their deep convolutional neural network 

(DCNN) was enhanced by deploying ten annotators to 

annotate each image for the required accuracy, with ten 

labels in the dataset and multiple cost functions. Authors 

in [21] utilized an Incremental Boosting Convolutional 

Neural Network (IB-CNN) to enhance self-emotion 

recognition of faces by using more distinct neurons that 

performed better. The authors developed an Identity-

Aware CNN (AI-CNN) using identity-sensitive contrast 

reduction during learning. In the same vein, the End-to-

End Network Architecture was developed as a canonical 

model of an end-to-end network architecture [22]. The 

authors of [1] proposed a fast and effective self-

correcting mechanism (SCN) as a solution to minimize 

uncertainty and prevent ambiguous facial representations 

(resulting from noisy annotations) from overfitting deep 

networks. As a result of SCN, uncertainty can be 

mitigated in two different dimensions: (1) by utilizing a 

self-attention mechanism to weight training instances 

within small batches with rank adjustments, and (2) by 

fine-tuning training instances within ensembles with 

lower rankings [23]. An attention network referred to as 

a Region Attention Network (RAN) was developed to 

sufficiently emphasize the positional variable of Facial 

Expression Recognition and obstruction of the face 

regions. A recent review on emotion recognition through 

facial appearance, multi-attention networks for facial 

state detection, and attention-based networks for facial 

emotion recognition are examples of relevant studies in 

this area. Compared to previous works, all those 

mentioned above have significantly improved emotion 

recognition. However, none of these works contain a 

simple method for identifying the essential regions of the 

Face for emotion recognition [24]. It suggests focusing 

more on critical facial areas in a new framework, which 

utilizes neural attention-evolution networks [25]. 

A texture-based appearance and texture feature 

descriptor is presented in this study using the Local 

Binary Pattern (LBP) feature descriptor. This model 

utilizes deep learning to overcome existing limitations 

and ensemble classifiers to increase accuracy. 

3 Methodology 

According to Figure 1, the overall architecture of the 

proposed FER system consists of the following 

components: data preprocessing, face detection, feature 

extraction, fine-tuning in deep learning models, and the 

ensemble of classifiers. 

3.1 Data preprocessing 

There is a variety of image sizes in the database. The 

image sizes are initially modified to maintain the 

required input size for a pre-trained CNN model and 

align with the deep learning process. Data augmentation 

techniques such as rotation and flipping at different 

angles, inversion, and vertical and horizontal shifting are 

employed on the images to prevent the networks from 

being overfitted. The images are also fed into the 

grayscale network to reduce network processing time. 

These methods help artificially increase the diversity of 

the training dataset, thereby allowing the model to 

generalize unseen data better. By normalizing images, 

the pixel values of an image are adjusted to fall within a 

specific scale or distribution. This process can enhance 

the quality and consistency of images, making them 

more suitable for subsequent analyses, such as feature 

extraction or model training. Normalization involves 

scaling the pixel values to a predetermined range, in this 

case restricted to [-1, 1]. This adjustment helps make the 

data more uniform, improving machine learning 

algorithms' performance. A normalization process is 

applied to the model dataset to adjust the range of pixel 

intensity values to a specified extent.
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Fig. 1 Overall system block diagram 

In Figure 1, the structure of the proposed method is 

depicted, demonstrating that ResNet-50 and EfficientNet 

are employed in parallel. The outputs of these two 

networks determine the final result using the Ensemble 

Mean and Ensemble Maximum Voting techniques. 

3.2 Face detection 

The Viola-Jones algorithm was used for face detection 

on grayscale images. As illustrated in Figure 2, the 

stages of the Viola-Jones algorithm were identified as 

the region of interest. The cropped rectangular shape 

varies in clarity. The spatial normalization process has 

changed the size of the cropped area to 256 x 256 pixels 

as a result. The spatial normalization process facilitates 

the operation of the FER system. Through the use of a 

high-pass Butterworth filter, the intensity values of the 

identified face region are enhanced. The areas of the 

eyes, nose, and mouth are detected using the Viola-Jones 

algorithm [26]. 

3.3 LBP feature descriptor 

The Local Binary Pattern (LBP) approach has been 

utilized in various applications, including human face 

detection and facial expression recognition using the 

LBP algorithm. The LBP histogram is derived from the 

Gabor map of the human Face. A unified vector is then

 
Fig. 2 Four Stages of Viola-Jones Algorithm [26] 

formed from the combined histograms. The vector is 

then referred to as a pattern vector. The LBP feature 

descriptor is widely used as a robust brightness-invariant 

feature descriptor. In this process, the operator compares 

the values of neighboring pixels with the values of the 

central pixel to determine a binary number. For 3×3 

neighborhoods, the LBP operator is defined for each 

pixel acting as the central pixel and eight surrounding 

pixels are evaluated according to specified thresholds. 

As a result of the local neighboring matrix bits 

associated with each pixel, eight pixels surrounding each 

pixel are created. LBP descriptors are illustrated in 

Figure 3, where 8 bits are combined to form a binary 

number that is then converted into a decimal number. 

For each pixel (p), the 8 neighboring central pixels are 

compared with pixel (p), and if x is more significant than 

pixel (p), then the neighbors of the pixel receive a value 

of 1. It is possible to obtain a binary number by 

concatenating all these binary codes clockwise, starting 

at the top left [27]. 
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Fig. 3 An example of the basic LBP operator [27] 

3.4 Convolutional neural networks 

An artificial neural network that extracts features and 

processes them by overlapping convolutional layers and 

downsampling layers is known as a Convolutional 

Neural Network (CNN). Convolutional Neural Networks 

(CNNs) are perceptron-based models that can 

automatically extract features from images. 

Convolutional Neural Networks have become a hot 

research topic, and Figure 4 illustrates its structure. A 

significant advantage of CNNs is that they can receive 

the original images directly without excessive 

preprocessing. The Convolutional Neural Network 

(CNN) reduces the complexity of models by utilizing 

both the local and global information of a picture; it is 

capable of strong translation, rotation, and scaling 

capabilities. Residual neural networks ResNet-50 and 

EfficientNet were the classic convolutional neural 

networks used in this study [28]. 

 
Fig. 4 The framework for custom CNN based Facial 

expression recognition [28]. 

3.4.1 ResNet 

According to theoretical considerations, the accuracy 

of neural networks should increase by adding more 

layers. As a result of increasing network depth, the 

network accuracy tends to saturate and then rapidly 

deteriorate. It is commonly referred to as the vanishing 

gradient problem. Overfitting is not the sole cause of this 

problem. The root cause lies in deep neural networks' 

vanishing or exploding gradients. As a result of repeated 

multiplication during the backpropagation phase, 

gradients become infinitely small, resulting in minuscule 

parameter changes. Before the presentation of the 

remaining neural network, the intermediate 

normalization layers were initialized using a normalized 

initialization procedure. The Residual Neural Network 

(ResNet) is an architecture based on a CNN with a 

residual block as its main building block. To reduce 

vanishing gradients, residual blocks employ skip 

connections, which are connections that skip one or 

more layers. The residual shortcut ensures the integrity 

of the network if the regularization coefficient converges 

to zero in the training phase [29]. 

3.4.2 EfficienNet 

The EfficientNet architecture is an innovative 

convolutional neural network architecture designed to 

enhance the efficiency and performance of CNNs. It 

combines three primary factors to achieve this. 

Scaling 

 It improves the network's efficiency and performance 

by increasing its dimensions, depth, width, and 

resolution. The dimension of the network refers to the 

size of the image or input of the network. As the 

network's dimensions increase, the number of pixels in 

the network input will increase. The depth of the 

network is determined by the number of layers contained 

within it. The number of network parameters increases 

as the depth of the network increases. The width of the 

network represents the number of channels in each layer. 

The number of parameters in a network increases as the 

width of the network increases. The number of pixels in 

each channel signifies the resolution of the network. 

Scaling is an integral part of improving the efficiency 

and performance of convolutional neural networks by 

increasing the network resolution, which increases the 

number of network parameters. It is, however, important 

to select a combination of the network's dimensions, 

depth, width, and resolution to maximize its efficiency 

and performance. 

Efficiency 

 Efficiencies in the EfficientNet architecture are 

achieved by employing techniques to enhance the 

network's efficiency without compromising 

performance. These techniques may include the 

following: 

Utilizing thinner layers: Thinner layers process fewer 

data packets and can increase the efficiency of a 

network.  

Compression of data: A network can process more data 

quickly and achieve greater efficiency by compressing 

data. 

Parameter reduction: Reducing the number of 

parameters can reduce the computational workload on 

the network and improve its performance 
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Relative Efficiency 

 An EfficientNet score is a new metric that compares 

the efficiency of one network with that of other networks 

in the EfficientNet architecture. 

   EfficientNet Score =
Accuracy

𝑇𝑃+𝐹𝑁(FLOPS ∗ Parameters)
         (1) 

FLOPS indicates the network's number of 

computations per second for this formula. A novel 

optimization function is employed in the EfficientNet 

architecture to locate a combination of network 

dimensions, depths, widths, and resolutions that 

maximize the relative efficiency of the network [30]. 

3.4.3 fine-tuning 

In this method, we train all layers of each model, 

including the new output layers (Figure 5). The article 

selected two CNN models because they provided the 

highest accuracy in the evaluation phase [31]. 

 
Fig. 5 Fine-tuning layout [31]. 

3.5 Ensemble learning 

In ensemble learning, multiple base networks are 

observed, and their outputs are combined and integrated 

using rules. The rule used to combine the outputs 

determines the effectiveness of a group. This article uses 

two approaches to incorporate the outputs of learning 

models. 

3.5.1 Ensemble Mean 

The Ensemble mean of outputs of base networks in a 

composite model is an approach commonly used to 

merge or integrate output decisions. To obtain the final 

prediction of the ensemble model, the results of different 

neural networks are averaged. As deep learning 

architectures are characterized by high variance and low 

bias, simply averaging them enhances generalization 

performance by reducing variance across models. The 

average is computed either directly from the outputs of 

the base networks or based on the predicted class 

probabilities using the Softmax function [32]. 

   𝑃𝑖
𝑗

= 𝑠𝑜𝑓𝑡𝑚𝑎𝑥 𝑗(𝑂𝑖) =
𝑂𝑖

𝑗

∑ 𝑒𝑥𝑝 (𝑂𝑘
𝑗

)𝑘
𝑘=1

                          (2) 

There are three components to the prediction model: 

𝑃𝑖
𝑗
the predicted probability of class (i) in the base 

learning network (j), 𝑂𝑖
𝑗
The output of class (i) in the 

base learning network (j), and (k) the number of classes 

in the base learning network. If a base learning network's 

performance and efficiency are comparable, Mean is a 

reasonable choice. Each deep learning network must 

perform well and efficiently to achieve the best results in 

combination with these networks. Thus, weak deep-

learning networks cannot produce better results in 

ensemble learning [33]. 

3.5.2 Ensemble Maximum Voting 

In the method of maximum voting, test samples are 

assigned to a class based on the outputs of various 

essential deep-learning networks. The majority vote 

measures the class output of each deep learning network 

as an alternative to considering average probabilities. It 

predicts the final label as the majority instead of 

considering average probabilities. Using this method, 

each classifier's opinion regarding the class of the input 

pattern is viewed as a vote, and the final decision is 

made based on the total number of votes gathered from 

the different classifiers. When the classifiers are 

independent, and their classification accuracy exceeds 

fifty percent, regardless of the number of classes, 

increasing the number of classifiers increases the 

accuracy of the voting method [34]. 

4 Result 

4.1 Dataset 

The JAFFE database pertains to a database of Japanese 

women. It is a grayscale dataset collected from 

psychological experiments. This dataset comprises 213 

images of seven different (FE) collected in a controlled 

environment by a laboratory. It represents a combination 

of various facial expressions. Figure 6 illustrates seven 

images from the dataset [13]. 

 
Fig. 6 JAFFE Dataset [13]. 

The introduced dataset is not limited to a specific 

group of individuals; therefore, the proposed method has 

been evaluated using the KMU-FED dataset, which 
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contains images of drivers. The drivers' facial states 

were collected using a camera mounted on the dashboard 

or on the vehicle's steering wheel. This dataset's total 

number of images is 1106, categorized into six classes 

per the classification system introduced for basic 

emotions. These images display characteristics such as 

light reflections from different directions and obstacles 

such as hair and glasses in front of the Face. Figure 7 

illustrates several examples [12]. 

 
Fig. 7 KMU-FED Dataset [12]. 

4.2 Performance Parameters 

The evaluation and analysis of a model is a crucial step 

following its construction and design. In the following 

steps, the results are categorized into two groups: 

positive and negative. Using relevant indicators, the 

algorithm can then be assessed for quality. In terms of 

categorization, the data can be divided into four groups 

after analysis. False positives include (false positives, 

negatives that are classified as positives), true negatives 

(negatives that are classified as negatives), true positives 

(positive and classified as positive), and false negatives 

(positives that are classified as negatives). To evaluate 

various performance parameters, (3) to (6) provide 

expressions. 

   𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
     (3) 

   𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
           (4) 

   Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
        (5) 

   𝐹1_𝑆𝑐𝑜𝑟𝑒 =
2∗Precision∗ 𝑅𝑒𝑐𝑎𝑙𝑙

Precision+ 𝑅𝑒𝑐𝑎𝑙𝑙
    (6) 

4.3 Experiment on the Dataset 

Several studies have been conducted on images from 

the JAFFE and KMU-FED databases in this paper. We 

have implemented group-based deep learning for facial 

expression recognition using the TensorFlow framework 

and the Keras library on the Google Colab service. The 

libraries are first imported, followed by preprocessing 

steps, which normalize and convert images to grayscale. 

Additionally, data augmentation techniques have been 

used to prevent overfitting. As a result, each image's 

rotations and orientations must be created to provide 

sufficient data for the training phase. In addition, the use 

of Butterworth filters enhances the quality of the image 

to ensure a higher level of accuracy during the facial 

recognition phase. Figure 8 illustrates a Butterworth 

filter by detecting and cropping images using the Viola-

Jones face detection algorithm. Using facial landmarks, 

classes are written using multiple methods utilizing the 

Viola-Jones face detection algorithm. The classes are 

invoked using the initialize method, and a library for 

face mesh is imported, which identifies the facial 

landmarks. It is then necessary to identify the landmarks 

for lips, noses, and eyes and extract them using the get 

method, as shown in Figure 9. These steps lead to 

generating Local Binary Patterns (LBP) from each 

image, which are then fed into one of three deep neural 

network channels for each component (eyes, mouth, 

nose). As shown in Figure 10, the final preprocessed 

output of the proposed method utilizes two 

convolutional neural networks, ResNet-50 and 

EfficientNet. Figure 10 presents the final preprocessed 

output, where the lips, nose, and eyes have been 

extracted sequentially from the RGB channels of the 

ResNet-50 and EfficientNet networks. 

GlobalAveragePooling is used to construct the two 

investigated networks. The convolutional layer's output, 

a multidimensional tensor, is transformed into a one-

dimensional tensor by incorporating a Dense flattened 

layer with 512 neurons, forming a fully connected 

network. The second dense layer consists of 256 neurons 

connected to the previous layer's output. This results in 

creating a thick layer with 7 neurons, corresponding to 

the number of classes. For data classification, a set of 

probabilities is required for final decision-making, 

though a deep neural network uses many layers to 

comprehend different aspects of the data. Softmax is a 

well-known function that normalizes probability values 

within a standard range of 0 to 1.  

The dropout technique is utilized to prevent 

overfitting. It is applied between the first and second 

layers to apply a dropout of 0.3, which excludes 30% of 

the neurons. "The first and second layers" refer to the 

layers that follow the preprocessing stage. A shrinking 

network ultimately remains a result of each neuron being 

removed from the network at each training stage with a 

probability of 1-P or retained with a probability of P at 

each training stage. As a result, input and output 

connections to a node are also eliminated, ensuring that 

only the reduced network can be trained using the data at 

that point. Finally, the weights are optimized using the 

Adam optimizer, widely used in TensorFlow for 

computing various optimization functions. 

Each neural network assigns input patterns to a class as 

part of the maximum voting process. Based on the 

majority vote among the two neural networks, the input 

pattern will be transferred to the final class based on the 
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majority vote of the two neural networks. With the 

averaging rule, each neural network will assign a 

probability to seven classes based on the output of the 

softmax function. As a result of averaging the outputs of 

the softmax functions from the two networks, the class 

whose outputs exceed the highest value will receive the 

input pattern. In the results section, it will be observed 

that the averaging method outperforms the voting rule in 

performance. 

The hyperparameters of the ResNet-50 and 

EfficientNet neural networks used are as follows: 

Table 1 Model Hyperparameters 

Description Hyperparameter 

5e-2 Learning Rate 

8 Batch Size 

100 
Number of 

Epochs 

Adam Optimizer 

0.3 Dropout Rate 

relu 

 

Activation 

Function 

4.3.1 Experiments on the JAFFE dataset 

Following data augmentation, 1243 images were used, 

with a 20 to 80 percent ratio for training and test data in 

this stage. In particular, 970 images were assigned to 

training, whereas 243 were allocated to testing. 94.65 

percent and 97.94 percent accuracy of facial expression 

recognition were achieved with two deep networks, 

RessNet-50 and EfficientNet, respectively. Following 

the fusion of the deep learning networks, two different 

fusion rules were applied, namely Ensemble Mean and 

Ensemble Maximum Voting. An ensemble maximum 

voting achieved a facial expression recognition accuracy 

of 97 percent, while an ensemble Mean achieved a 98 

percent accuracy. Figure 11 illustrates the confusion 

matrix corresponding to the proposed structures. Table 1 

presents the performance parameters for ResNet-50, 

EfficientNet, Ensemble Maximum Voting, and 

Ensemble Mean. 

4.3.2 Facial Expression Recognition Results on the 

JAFFE Dataset using Confusion Matrix 

As a tool for evaluating classification systems, the 

confusion matrix is one of the most effective tools. Each 

row and column corresponds to a class of data. Each row 

indicates the number of input data that the system has 

assigned to each class. If all data are correctly classified, 

the confusion matrix will be diagonal, and elements 

other than the main diagonal will be zero. The closer the 

matrix is to a diagonal matrix, the higher the system's 

accuracy. The confusion matrix is calculated to evaluate 

the performance of the proposed method. 

 
Fig. 8 Butherworth highpass filter 

 
Fig. 9 Sample detected eye, nose, mouth regions 

Table 2 Comparison of Performance Parameters (JAFFE) 

F1-

Score 

Recall Precision Accuracy Model 

94.14 94.14 94.86 94.65 ResNet-50 

97.57 97.43 97.86 97.94 EfficienNet 

96.86 97.14 96.85 97 Ensemble 

voting 

99 98.86 99 99 Ensemble mean 

 

 
Fig. 10 Preprocessing Conducted on Images
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Fig. 11 Confusion Matrix (JAFFE) A) RessNet-50 B) EfficientNet C) Ensemble Maximum Voting D) Ensemble Mean 

The confusion matrix resulting from the classification 

of the JAFFE dataset is shown in Figure 11. As a result 

of more distinctive features in the Face, the recognition 

of happiness is usually easier than other emotional states 

in the recognition of different emotions. As Sadness is 

more easily confused, Izard believes it is similar to other 

emotions, such as anger and fear. There is a tendency for 

the facial expressions of anger, fear, and Sadness to 

appear identical, resulting in potential misclassifications. 

As observed, the recognition of anger and fear states has 

been accompanied by more errors than other classes. 

4.3.3 Performance Comparisons with the Previously 

Reported Techniques on the JAFFE Dataset 

 As shown in Table 2, various techniques on the 

JAFFE database were utilized for comparative results. 

Sajjanhar et al. [35] used publicly available facial 

databases, including CK+, JAFFE, and FACES, to train 

a deep CNN model for facial expression recognition. 

Based on pre-trained models, Inception V3, VGG19, and 

VGG-Face, accuracies were reported to be 75.88%, 

94.71 %, and 86.67%, respectively. Similarly, Kartheek 

et al. [36] reported FER accuracy of 66.2% on the 

JAFFE dataset using the SVM technique with feature 

descriptors based on Windmill Gaussian Finite 

Difference (WGFD) descriptors. With Deep Subspace 

Feature Learning (DSFL) based on PCANet and 

LDANet models, Sun et al. [37] achieved accuracy rates 

of 71.38 percent and 70.18 percent, respectively. 

According to Sahoo et al., pre-trained models AlexNet, 

SqueezeNet, and VGG19 achieved accuracy rates of 

66.52, 57.8%, and 84.4%, respectively. In contrast, 

Bhatti et al. [38] and Minei et al. [1] show a performance 

of more than 91% accuracy. 

Table 3 Summary of results on JAFFE 

Accuracy Model Reference 

75.88 

 

Pre-trained 

InceptionV3 

Sajjanhar et al. [35]. 94.71 
Pre-trained 

VGG19 

86.67 
Pre-trained VGG-

Face 

91.67 RELM Bhatti et al.[38] 

92.8 Attentional CNN Minaee et al. [1] 

66.2 SVM Kartheek et al.[36] 

71.38 PCANet Sun et al. [37] 

70.18 LDANet  

66.52 
Pre-trained 

AlexNet 

Goutam Kumar Sahoo et 
al.[11] 

57.8 
Pre-trained 
SqueezeNet 

84.4 
Pre-trained 

VGG19 

94.65 RessNet-50 

Ghasemi et al. 
97.94 EfficientNet 

97 
Ensemble 

Maximum Voting 

99 Ensemble Mean 
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The performance of the proposed work demonstrates 

better results compared to other competitors. In 

evaluating the performance of the proposed method, the 

accuracies of the models RessNet-50, EfficientNet, 

Ensemble Maximum Voting, and Ensemble Mean were 

94.65%, 97.94%, 97%, and 99%, respectively. 

4.3.4 Experiments on the KMU-FED dataset 

The KMU-FED database, 1101 images were allocated 

for training and 221 for testing with an 80 to 20 train-to-

test ratio. The two deep networks, ResNet-50 and 

EfficientNet, were initially used to achieve 97% and 

92% facial expression recognition accuracy, 

respectively. A combination of deep learning networks 

and ensemble methods, such as Ensemble Maximum 

Voting and Ensemble Mean of classifiers, was then used 

to achieve facial expression recognition accuracy of 95% 

and 98%, respectively, with Ensemble Maximum Voting 

and Ensemble Mean. Figure 12 illustrates the confusion 

matrix describing the proposed structures. Table 3 

presents the evaluation metrics for ResNet-50, 

EfficientNet, Ensemble Maximum Voting, and 

Ensemble Mean. 
Table 4 Comparison of Performance Parameters (KMU-FED) 

F1-
Score 

Recall Precision Accuracy Model 

96.66 96.66 97 97 ResNet-50 

91.33 90.83 92.16 92 EfficienNet 

94.83 95.16 94.83 95 

Ensemble 

Maximum 

Voting 

98.50 98.50 98.50 98 Ensemble Mean 

4.3.5 Facial Expression Recognition Results on the 

KMU-FED Dataset using Confusion Matrix 

The evaluation of the proposed structure of the KMU-

FED database is illustrated in Figure 12. In this database, 

the proposed structure has encountered errors due to the 

similarity between the emotions of fear and anger in 

some cases. In addition, in the EfficientNet and 

Ensemble Maximum Voting structures, the error rate for 

the happy emotion is higher than in other structures. 

Overall, the proposed structure has performed well on 

this database. 
Table 5 Summary of results on KMU-FED 

Accuracy Model Reference 

95.1 LMRF 

Jeong et al.[6] 94.9 MobileNetV3 

89.7 SqueezeNet 

94.7 WRF Jeong and Chul Ko[11] 
94.2 VGG16 Leone et al.[39] 
97.3 CCNN J. Zhang et al. [40] 
97 RessNet-50 

Ghasemi et al. 
92 EfficientNet 

95 
Ensemble 

Maximum Voting 

98 Ensemble Mean 

4.3.6 Performance Comparisons with the Previously 

Reported Techniques on the KMU-FED Dataset 

The KMU-FED database consists explicitly of images 

of drivers, and since this research aims to enhance 

drivers' safety, evaluating the proposed method on this 

database would be helpful. The technology enables the 

implementation of real-time applications with embedded 

devices in vehicles by leveraging machine learning and 

deep learning. Based on the evaluation results of the 

proposed method on this database, Table 4 compares it 

with other deep learning- or machine learning-based 

methods, such as MobileNetV3  [6], VGG [39], 

SqueezeNet  [6], CCNN  [40], LMRF  [6], and WRF  [11] 

in terms of recognition accuracy. 

In Figure 13, a set of experimental samples is 

accompanied by their true or correct labels and the labels 

that the model attributes or predicts for the input 

samples. The "actual label" refers to the true label, while 

the "predicted label" represents the label identified by 

our model as belonging to a specific class of facial 

expressions. 

As part of my article, I would like to examine the 

significance and applications of the JAFFE and KMU-

FED datasets. These two datasets, with their high 

diversity of facial expressions, have enabled me to 

analyze driver emotions in advanced driver-assistance 

systems thoroughly. 

The JAFFE dataset comprises images of faces 

exhibiting various emotional states, facilitating the 

recognition and analysis of emotions. Conversely, the 

KMU-FED dataset provides additional information 

regarding facial behavior in driving situations. By 

integrating these two data sources, I have achieved 

findings that not only encompass a wide range of 

emotional expressions but also contribute to enhancing 

human-machine interactions. 

Research indicates that understanding driver emotions 

can empower driver-assistance systems to make more 

intelligent decisions in specific scenarios. For instance, 

if the system detects a driver experiencing stress or 

fatigue, it could implement measures such as issuing 

alerts or automatically adjusting speed. 

Ultimately, this research could serve as a foundation 

for future investigations and assist in developing 

automated technologies focusing on human and 

emotional interactions. I hope that the results of this 

work lead to further advancements in the field of driver-

assistance systems. 

5 Conclusions 

This article proposes a deep learning framework that 

utilizes Local Binary Patterns (LBP) feature extraction 

for driver assistance applications in vehicles can be 

highly effective. Therefore, the results of the proposed  
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Fig. 12 Confusion Matrix (KMU-FED) A) RessNet-50 B) EfficientNet C) Ensemble Maximum Voting D) Ensemble Mean 

 
Fig. 13 Experimental validation of the proposed model

LBP algorithm can be used to identify human emotion in 

various facial regions, considering facial expressions. 

The ensemble of classifiers enhances overall 

classification performance. Ensemble Maximum Voting 

and Ensemble Mean have been utilized to make final 

decisions about experimental samples within their 
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respective classes. As shown in Tables 1 and 2, the 

proposed method addresses the shortcomings of 

classifiers, and utilizing the committee rule can 

significantly improve accuracy. In this study, it is noted 

that combining traditional methods in the preprocessing 

stage and using ensemble classifier techniques in deep 

neural networks has resulted in the proposed method 

achieving higher accuracy compared to its competitors. 

Furthermore, selecting deep neural networks has 

necessitated various research and experiments to identify 

the most suitable deep learning network for this task. 

Consequently, adherence to all these factors has led to 

the development of a new model with high accuracy, 

which can be applied in sensitive and high-demand areas 

such as autonomous driving. In the future, autoencoders 

may be used to reduce the features of deep neural 

networks using Graphics Processing Units (GPUs) to 

enhance the speed and accuracy of the proposed 

algorithm. 
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