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Abstract: Building fixtures like lighting are very important to be modelled, especially 
when a higher level of modelling details is required for planning indoor renovation. 
LIDAR is often used to capture these details due to its capability to produce dense 
information. However, this led to the high amount of data that needs to be processed and 
requires a specific method, especially to detect lighting fixtures. This work proposed a 
method named Size Density-Based Spatial Clustering of Applications with Noise 
(SDBSCAN) to detect the lighting fixtures by calculating the size of the clusters and 
classifying them by extracting the clusters that belong to lighting fixtures. It works based 
on Density-Based Spatial Clustering of Applications with Noise (DBSCAN), where 
geometrical features like size are incorporated to detect and classify these lighting 
fixtures. The final results of the detected lighting fixtures to the raw point cloud data are 
validated by using F1-score and IoU to determine the accuracy of the predicted object 
classification and the positions of the detected fixtures. The results show that the 
proposed method has successfully detected the lighting fixtures with scores of over 0.9. 
It is expected that the developed algorithm can be used to detect and classify fixtures 
from any 3D point cloud data representing buildings. 
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1  Introduction 

BJECT detection from point cloud data has been 
extensively studied to achieve certain tasks for 

various applications. This includes the detection of 
humans [1], vehicles [2], and other important objects in 
respective areas [3], [4], [5]. It is often accompanied by 
point cloud segmentation, a process that involves 
grouping the points based on similar low-level attributes.  

This process enables the analysis to classify or 
recognize objects by focusing on a smaller subset of 
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data, which can significantly reduce both the complexity 
and size of the dataset. The data size can be further 
reduced by modeling these objects for advanced 
analyses, resulting in simplified models instead of more 
complex point clouds [6], [7], [8], [9]. The high-quality 
point clouds generated by modern laser scanner or 
LIDAR can be used for information extraction about 
objects, such as buildings. Its applications have 
somewhat replaced traditional surveying methods, as it 
can significantly accelerate fieldwork. 

The advent of LIDAR technology has been widely 
utilized in urban planning, environmental monitoring, 
telecommunications, and disaster mitigation [10]. In 
building monitoring, the present-time solution nowadays 
consists of fixing a LIDAR or 3D Terrestrial Laser 
Scanner (TLS) at building spaces and to survey the 
surrounding landscape. Architects and engineers used 
the 3D modelling, which may be part of Building 
Information Modelling (BIM), to illustrate how the 
building looks like to the owner and contractors before 
any renovation or reconstruction is done. The 3D model 
is then used by the contractors and can later be used by 
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the owners and managers for maintenance purposes [11]. 
Therefore, the development of digital information of 
BIM, consisting of the mechanical, electrical, plumbing 
(MEP) system in every building is very important to 
ensure accurate information and to reduce the time taken 
using hard copies. The digital system can be used to 
monitor, as well as localize the problematic components 
and regular maintenance [12].  

1.1 Research Gaps 

Most of the previous research in Architecture / 
Engineering / Construction (AEC) applications involves 
the detection of big, obvious structures like windows, 
doors, and furniture. The automatic processing of 3D 
point clouds can be speedy and efficient; however, the 
vast amount of data generated, and the time required to 
convert this data into useful information necessitate an 
appropriate method, especially when dealing with small 
and complex structures [14]. Current studies show that 
very few well-scalable features have been conducted to 
recognize huge components and small sizes components 
in the buildings at the same time. Usually, fixtures 
components such as lighting, piping, electrical boxes and 
sockets are neglected during the extraction process [15]. 
As a result, a geometry information extraction method 
for small-sized components is still lacking. This research 
fills in the gaps by exploring the combination of 
methods used in segmentation, which involves the 
extraction of small structures, specifically the lighting 
fixtures in the building using the size of the fixture’s 
clusters. A suitable method to process a dense point 
cloud is explored to reduce the complexity of the data. 
This is to ensure that only the desired area of the point 
cloud data is processed, and the data is compatible with 
the processor of the laptop. 

2 Methodology 

2.1 Overall Flow Process 
The overall process consists of: 1) data acquisition, 2) 

plane segmentation to simplify the dense point cloud 
data, 3) object detection and classification, and 4) 
evaluation of the proposed methods. Point cloud data 
collection is conducted at the laboratories in the Faculty 
of Electrical Engineering & Technology (FKTE), 
Universiti Malaysia Perlis, Malaysia, with the help of 
experts from Geodelta Systems Sdn. Bhd, Selangor. The 
type of lighting fixture that will be detected is the LED 
parabolic troffer with dimensions 60.96cm (length) x 
30.48cm (width) and 7.62cm (height) which is 
commonly found at laboratories and corridors at FKTE.   
The laser scanner used in this project is Leica RTC360. 
MATLAB R2022b is used as the software tool to 
develop the system. The actual figure of the lighting 
fixture is shown in Fig. 1. 

 
Fig 1. Actual figure of lighting fixtures 

From the input data acquisition, a process called plane 
segmentation is applied. The segmentation process uses 
RANdom SAmple Consensus (RANSAC) algorithm. 
The process is carried out to minimize the size of dense 
raw point cloud data captured by a laser scanner, which 
aids in more efficient pre-processing and speeds up the 
whole process.  

 In order to detect clusters belonging to lighting 
fixtures, a model fitting method combined with 
DBSCAN is proposed, namely Size Density-Based 
Spatial Clustering of Application with Noise 
(SDBSCAN). From the clusters, the SDBSCAN is 
applied to determine the clusters that match the size of 
the lighting fixtures and removes the non-fixture 
clusters. The matched clusters are the detected lighting 
fixtures in the building. The performance of the 
proposed method is then assessed using appropriate 
parameters. Fig. 2 illustrates the flowchart of the 
proposed method. 

 
 

Fig 2. Flowchart of the proposed method 
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2.2 Plane Segmentation 

Since the area of interest is the ceiling of the building, 
the top plane which is the ceiling needs to be segmented 
out to filter out the unnecessary data. Region of Interests 
(ROI) of the ceiling is extracted to minimize the size of 
the input point cloud. After that, RANSAC is applied to 
extract the top planes of the point cloud data. RANSAC 
algorithm classified the point cloud into inliers and 
outliers point cloud. The inliers are considered the 
planes and the outliers are the remaining point cloud 
data that will be used to detect and classify the object in 
point cloud. In general, RANSAC is used to define 
certain point cloud subgroups in point cloud data [16]. 
Every plane in 3D point cloud data can be represented 
by Eq. (1): 

𝑎𝑎𝑎𝑎 + 𝑏𝑏𝑏𝑏 + 𝑐𝑐𝑐𝑐 + 𝑑𝑑 = 0    (1) 

where x, y, and z are the coordinates of point in the 
space, while a, b and c represent the parameters of 
normal vector and d is the scalar product of normal 
vector. The distance D of point cloud data from the 
plane is calculated as in Eq. (2): 

𝐷𝐷 =
|𝑎𝑎𝑎𝑎 + 𝑏𝑏𝑏𝑏 + 𝑐𝑐𝑐𝑐 + 𝑑𝑑|

√𝑎𝑎2 + 𝑏𝑏2 + 𝑐𝑐2
 

where points that are less than maximum distance D and 
within normal vectors [a,b,c] are considered as the 
inliers data. The remaining point cloud data are 
considered as the outliers. The inliers that are extracted 
from the raw point cloud data are considered as the top 
plane. 

2.3 Point Cloud Clustering 

There are several methods introduced over the years, 
such as k-means, mean shift, DBSCAN, and Euclidean 
cluster. In this research, the proposed method is a hybrid 
segmentation, where the model fitting method and 
DBSCAN are combined to segment the point cloud 
data. The algorithm starts with clustering the remaining 
point cloud from the plane segmentation process before. 
There are three types of points identified by DBSCAN, 
which are the core point, border point, and noise point. 
To develop a cluster, two important parameters are 
used, which are the minimum points to form a cluster 
(minPts) and epsilon (ɛ) value which is the maximum 
distance between two points in the same cluster. From 
Artur Starczewski et.al. [17], the definition of epsilon 
(ɛ) neighborhood (Nɛ) of object p in dataset D of point 
cloud equal to Eq. (3): 

𝑁𝑁ɛ(p) = {q ∈ Ds|dist (p,q) ≤ ɛ}                (3) 

where: 

• 𝑁𝑁ɛ(p) is the ɛ neighbourhood of object p in dataset 
Ds.  

• p is the core point if number of points belongs to 
𝑁𝑁ɛ(p) is greater than or equal to minPts. 

• dist(p,q) is the distance between object p and q in 
dataset Ds.  

• Point q is directly ɛ -reachable from point p (for 
the given ɛ and the minPts) if p is the core point 
and q belong to 𝑁𝑁ɛ(p). 

• Point q is a border point if it is ɛ -reachable from 
point p (for the given ɛ and the minPts) and the 
number of points belong to Nɛ(q) is smaller than 
the minPts. 

• Point q is considered noise if it is neither a core 
point nor a border point. 

• Point q is ε -reachable from point p (given ε and 
the minimum number of points, minPts) if they are 
connected through a sequence of core points, q1, 
q2,…,qn, where q1=p, qn=q, and each subsequent 
point qi+1 is directly density-reachable from qi. 

• Point q is ε -connected to point p (given ε and 
minPts) if both points p and q are density-
connected to a common point, o.  

From the definition, the derivation of the cluster (C) of 
DBSCAN is as in Eq. (4) and Eq. (5): 

• Ɐ p, q ∈ Ds: if p ∈ C and p is ɛ -reachable to point 
q, (for the given ɛ and the minPts) then q ∈ C   
                                             (4) 

• Ɐ p, q ∈ C; p is ɛ- connected to q (for the given ɛ 
and the minPts)                             (5) 

2.4 Size Density Based Spatial Clustering of 
Applications with Noise (SDBSCAN)  

The execution of DBSCAN produced clusters from the 
points in the datasets. The remaining points will produce 
other clusters when the DBSCAN is executed again by 
next ɛ value. The minPts is set to more than 3 to form 
every possible cluster [18]. Since DBSCAN produced 
many clusters, we proposed Size Density Based Spatial 
Clustering of Applications with Noise (SDBSCAN) with 
an ability to determine the size of the clusters produced 
and recognized the clusters which belongs to lighting 
fixtures and piping fixtures. There are three steps 
involved in developing the SDBSCAN: 

• Determination of the appropriate minPts and ɛ 
value to form a cluster. 

• Determination of cluster size range which 
represents the lighting fixtures.  

• Elimination of clusters which do not meet the size 
of the fixtures. 

(2) 
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To develop a cluster, two important parameters are 
used, which are the minimum points to form a cluster 
(minPts) and epsilon (ɛ) value which is the maximum 
distance between two points in the same cluster [17]. 
The minimum points to form a cluster are based on the 
size of the input point cloud data. Larger datasets 
contribute to the larger minPts. Generally, the estimated 
value of minimum points is equal to the following Eq. 
(6): 

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 = 2 x dim    (6) 

where dim equals the dimension of the input point cloud 
data [19]. The larger value of minimum points is 
required for large and noisy datasets to reduce the 
amount of noise. Since the input point cloud data for all 
datasets are dense and very large, the minPts of the 
training data is set to 100 [8]. The value is chosen based 
on several trials and testing with the most significant 
clusters produced. 

The value of epsilon (ɛ) is determined by using a k-
distance graph plot of the input data. The k-distance 
graph displays the average distance to the k-th nearest 
neighbor for each point in the input data, where k is the 
value of minPts chosen beforehand. The ideal value of ɛ 
is the value at the elbow of the k-distance graph, which 
represents the optimum value to cluster the input point 
cloud [20]. By using MATLAB, the k-distance graph is 
generated by calculating pairwise distances D between 
two sets of observation, which is the minPts and 
Euclidean distances. Fig. 3 shows the k-distance graph 
of Lab C2 and the value of ɛ equal to 0.10. Therefore, 
the value will be used in programming execution. 

 
Fig. 3  K-distance graph for Lab C2 

A model-fitting segmentation method is employed to 
determine the cluster size by creating a cuboid model 
and fitting a bounding box around the point cloud. The 
cuboid model of a point cloud contains parameters of 
the object, which is the center of the object [xctr, yctr, 
zctr], the length of the cuboid [xlen, ylen, zlen] along x-, y-, 
and z-axis, and the rotation angle of the object in 

degrees along x-, y-and z-axis. The parameters of the 
cuboid model are shown in Fig. 4. 

 
Fig. 4 Cuboid model for lighting fixtures 

To detect the cluster that belongs to the lighting 
fixtures, the SDBSCAN process is improved with cluster 
size checking after the formation of clusters. Each 
cluster obtained from DBSCAN is fitted with cuboid 
model to determine lighting fixture clusters. The size of 
the clusters is based on the threshold value which is the 
difference of minimum and maximum value of x-axis, y-
axis and z-axis which represents the wide, length and 
height of the cuboid model. The calculation of the 
difference of x-axis length is given by xmax – xmin, y-axis 
length is ymax – ymin, and z-axis length is zmax-zmin [20]. 
The values are based on the minimum value and 
maximum value of the differences. If the clusters fulfill 
the criteria of the threshold, the cluster model will be 
saved and displayed as the detected object. For any 
points equal to non-fixtures, the points are automatically 
discarded from the point cloud.  

From Eq. (4) and Eq. (5), the derivation of the clusters 
for SDBSCAN (Cfix), are as in Eq. (7) and Eq. (8): 

Cfix ∈ C                   (7)
       
where: 
 
𝐶𝐶𝑓𝑓𝑓𝑓𝑓𝑓 = {𝑎𝑎| 𝑎𝑎𝑚𝑚𝑓𝑓𝑚𝑚 ≤ 𝑎𝑎𝑥𝑥𝑥𝑥𝑚𝑚 ≤ 𝑎𝑎𝑚𝑚𝑚𝑚𝑓𝑓} && {𝑏𝑏| 𝑏𝑏𝑚𝑚𝑓𝑓𝑚𝑚 ≤
   𝑏𝑏𝑥𝑥𝑥𝑥𝑚𝑚 ≤ 𝑏𝑏𝑚𝑚𝑚𝑚𝑓𝑓} && {𝑐𝑐| 𝑐𝑐𝑚𝑚𝑓𝑓𝑚𝑚 ≤ 𝑐𝑐𝑥𝑥𝑥𝑥𝑚𝑚 ≤ 𝑐𝑐𝑚𝑚𝑚𝑚𝑓𝑓}               
(8) 

Therefore, to differentiate lighting fixtures clusters and 
non-lighting clusters, we derived the equation as in Eq. 
(9): 
 

C𝑓𝑓𝑓𝑓𝑓𝑓 = �
0, C ∉ 𝐶𝐶𝑓𝑓𝑓𝑓𝑓𝑓
1, C ∈ 𝐶𝐶𝑓𝑓𝑓𝑓𝑓𝑓

    (9) 

where the condition in Eq. (9) discards all the clusters 
that do not belong to fixtures clusters and keeps only the 
fixtures clusters. The algorithm proposed has reduced 
the noise in the point cloud and can automatically detect 
and classify the building fixtures in the point cloud. The 
process continues until no points are left. 
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3 Results and Discussions 

3.1 Plane Segmentation Results 

Fig. 5 to Fig. 7 show the point cloud data of Lab C2 
and the results of plane segmentation for the ceiling part 
until extraction of the top plane. Fig. 5 is the raw point 
cloud data from the laser scanner. The raw data is then 
converted to ASCII format using Cloud Compare. Only 
the ceiling view is considered to minimize the area of 
interest where the lighting fixtures exist as shown in 
Fig.6. Fig.7 shows the top plane that has been extracted 
from Fig.6 using RANSAC. The remaining point cloud 
data left will be used to detect the lighting fixtures in the 
point cloud. 
 

 
 

Fig. 5 Raw data of Lab C2 
 

 
Fig. 6 Ceiling view of Lab C2 

 

 
Fig. 7 Top plane extracted from ceiling view of Lab C2 

3.2 Lighting Fixtures Detection Results 

The remaining point cloud data are then processed to 
detect and classify the lighting fixtures. Fig. 8 and Fig. 9 
shows the results of lighting fixture detection. 
SDBSCAN clustering is conducted to form clusters and 
detect the lighting fixtures in Fig. 8. DBSCAN and 
model-fitting method are combined, and the size of the 
clusters is determined. Fig.9 shows the results of 
SDBSCAN clustering. The result shows that the lighting 
fixtures were successfully detected, and all non-lighting 
fixture clusters were automatically removed from the 
point cloud data. The point cloud data is classified into 
lighting fixtures and non-lighting fixtures only. 
Therefore, all point cloud data that does not belong to 
the size will be on the same cluster. 

 

 
Fig. 8 Remain point cloud data after top plane extraction of 

Lab C2 
 

 

 
 
Fig. 9 Lighting fixtures detection in Lab C2 using SDBSCAN 

 

To validate the proposed method, point cloud data of 
two more scenes, Lab A2 and Lab B2 of FKTE, are 
tested and the parameters are determined. The results of 
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Lab A2 are shown in Fig. 10 to Fig. 12, meanwhile 
results of Lab B2 are shown in Fig.13 to Fig.15. 

 
Fig. 10 Raw data of Lab A2 

 
 

Fig. 11 Remain point cloud data after top plane extraction of 
Lab A2 

 
 

Fig. 12 Lighting fixtures detection in Lab A2 using 
SDBSCAN 

 
From the results, the proposed method has successfully 
detected and located the initial location of lighting 

fixtures in the remaining point cloud data of Lab A2 and 
Lab B2. 

 
 

Fig. 13 Raw data of Lab B2 

 

 
 

Fig.14 Remain point cloud data after top plane extraction of 
Lab B2 

 

 
 
Fig.15 Lighting fixtures detection in Lab B2 using SDBSCAN  

3.3 Evaluation of Performance 

The proposed segmentation method for object 
detection and classification using SDBSCAN is 
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evaluated using two criteria: the correct classification of 
the predicted object in point cloud data to the ground 
truth and the accuracy of the predicted object to the 
ground truth.  

Precision (P), Recall (R), and F1-Score [21] are used 
to calculate the correct classification of predicted objects 
in point cloud data to the ground truth. The conditions 
of the detected object involved three parameters, which 
are True Positive (TP) for the number of lighting 
fixtures correctly detected, False Negative (FN) for the 
number of lighting fixtures incorrectly detected, False 
Positive (FP) for no lighting fixtures exist but 
incorrectly detected as one and True Negative (TN) for 
all non- fixtures that are correctly detected as non-
fixtures. The formulas for P, R, and F1-Score are shown 
in Eq. (10) to Eq. (12): 
 

P =  
𝑇𝑇𝑚𝑚

𝑇𝑇𝑚𝑚 + 𝐹𝐹𝑚𝑚
 

       

R = 
TP

TP+FN
 

F1 − Score =  2 ×
P × R
P + R

 

 
Table 1 shows the tabulated predicted and actual 
confusion matrix according to TP, FP, and FP of Lab 
A2, Lab B2 and Lab C2. The ground truth data is done 
by manually counting the number of lighting fixtures 
that appear in point cloud data. The number of lighting 
fixtures identified in the point cloud data after the 
clustering process using SDBSCAN is represented by n 
clusters. The results are presented in Table 1, Table 2 
and Table 3 which shows the predicted and actual 
confusion matrix of Lab A2, Lab B2, and Lab C2.  
 

Table 1 Predicted and actual confusion matrix of Lab A2 

n = 21 Actual =0(non-
fixtures) 

Actual=1 
(fixtures) 

Predicted = 0 (non-fixtures) TN=0 FP=0 
Predicted=1(fixtures) FN=0 TP=21 
   
 

Table 2 Predicted and actual confusion matrix of Lab B2 

n = 1 Actual =0(non-
fixtures) 

Actual=1 
(fixtures) 

Predicted = 0 (non-fixtures) TN=0 FP=0 
Predicted=1(fixtures) FN=0 TP=1 
   

 

 
Table 3 Predicted and actual confusion matrix of Lab C2 

n = 4 
Actual 

=0(non-
fixtures) 

Actual=1 
(fixtures) 

Predicted = 0 (non-fixtures) TN=0 FP=0 
Predicted=1(fixtures) FN=0 TP=4 
   
 

From the tables of predicted and actual confusion 
matrix, the F1-score is calculated. Table 4 shows the F1-
Score of Lab A2, Lab B2 and Lab C2. From the table, 
the F1-score for all labs is 1, meaning that all the 
predicted objects are successfully identified as lighting 
fixtures in the point cloud. 
 

Table 4 F1-score of Lab A2, Lab B2 and Lab C2 

 P R F1-
Score 

Lab A2 1 1 1 
Lab B2 1 1 1 
Lab C2 1 1 1 

 
Another method of evaluation is by using Intersection 
over Union (IoU). The IoU calculates the percentage of 
overlap between the predicted object to the ground truth. 
The formula for IoU is shown in Eq. (13): 

IoU =  
|P ∩  G|
|P ∪  G|

 

where |𝑚𝑚 ∩ 𝐺𝐺| is the number of points in the intersection 
of the predicted and ground truth point cloud data 
between set P and set G and |𝑚𝑚 ∪ 𝐺𝐺| is the number of 
points in the union of the predicted and ground truth 
point cloud data of the sets. Table 5 below summarizes 
the IoU value for Lab A2, Lab B2 and Lab C2. The IoU 
score for Lab A2 is 0.99, Lab B2 is 0.98 and Lab C2 is 
0.95. The higher IoU indicates more accurate object 
detection [22], [23]. Lab C2 scores lower scores 
compared to Lab A2 and Lab B2 due to the higher data 
loss during scanning process of the original point cloud. 
This leads to a lower percentage of detected objects to 
the ground truth point cloud data.  

Table 5 IoU score for Lab A2, Lab B2 and Lab C2 
Lab IoU 
A2 0.99 
B2 0.98 
C2 0.95 

 

Lastly, the F1-score and IoU score for Lab A2, Lab B2 
and Lab C2 using DBSCAN and SDBSCAN are 
compared. From the results shown in Table 6, the F1-
Score using SDBSCAN is better for Lab A2 and Lab C2 
compared to DBSCAN. This is because the DBSCAN 

(10) 

(11) 

(12) 

(13) 
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measures the clusters based on the minimum distances of 
point cloud data. Therefore, there are some of the 
lighting fixtures clustered into several parts due to the 
missing data points on the original point cloud. By using 
SDBSCAN, the clusters are measured by size, hence 
clusters that are within the range of the sizes are 
classified into the same clusters. The IoU score of Lab 
A2, Lab B2 and Lab C2 are compared using DBSCAN 
and SDBSCAN. The results show that the IoU score for 
Lab A2 and Lab C2 are slightly higher than the 
DBSCAN score. This is due to the separated clusters 
detected by DBSCAN that lower the percentage of 
overlap between detected object and ground truth. Based 
on the results, it can be concluded that the method 
performs effectively with the tested datasets. 
Table 6 Comparisons of F1-score and IoU score for Lab A2, 

Lab B2 and Lab C2 using DBSCAN and SDBSCAN 
 F1- Score IoU 
Lab DBSCAN SDBSCAN DBSCAN SDBSCAN 

A2 0.95 1 0.98 0.99 
B2 1 1 0.98 0.98 
C2 0.86 1 0.90 0.95 

4 Conclusion 

This research proposed an improved segmentation 
method for object detection in point cloud data, 
specifically lighting fixtures in indoor building, using 
the combination of DBSCAN and cuboid model fitting 
method namely SDBSCAN. The result of the research 
shows that the lighting fixtures are successfully 
identified in the building environment. The F1-Score 
and IoU scores are more than 0.9 which means that the 
method accurately detects and locates the initial location 
of the lighting fixtures in segmented point cloud data. 
For future work, improvements could focus on 
enhancing the process of removing unwanted noise from 
point cloud data, exploring alternative segmentation 
techniques, and conducting geometric part analysis for 
3D object classification in cluttered and occluded 
scenes. The results could also be enhanced by 
employing alternative methods, such as deep learning 
algorithms, and expanding the work to handle more 
complex objects without simplifying the point cloud 
data. 
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