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Abstract: This paper addresses a new method for decreasing error in secure chaotic 

communication which utilizes an adaptive law in demodulator part. The basic tools in this 

process are the Total Least Square as the fundamental technique in demodulating section 

and a chaotic signal as the carrier one which impose some complexities on the overall 

system. This algorithm may be used in digital filter for estimating parameters with lower 

error. Using this approach an improvement can be achieved in estimating the desired signal 

in comparison with two famous methods, namely, ordinary Least Mean Square (LMS) and 

Constrained-Stability LMS (CS-LMS). An illustrative example has been used to verify the 

presented technique through numerical simulation. 
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1 Introduction1 

ECURE communication is defined as passing along 

information in such a way that a third party would 

not be able to overhear it. With respect to daily 

increased use of wireless electronic devices in home and 

office situations, it is necessary to ensure 

communication security as much as possible [1, 2]. 

Moreover, by chaotic communication we mean the 

application chaos theory to ensure information 

transmission security through telecommunication 

technologies. In parallel to this universal 

communication system, there are some methods in using 

this high-tech configuration including: switched chaotic 

systems with an improvement of security [3], passive 

synchronization of hyper- chaotic complex nonlinear 

system [4], switch-modulated method for chaos digital 

secure communication based on user-defined 

protocol [5], chaotic secure communication based on a 

gravitational search algorithm filter [6], secure 
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communication based on a four-wing chaotic system 

subject to disturbance inputs [7], network coding [8], 

synchronization and secure communication scheme 

using optical star network [9]. Nowadays, secure 

mechanisms are widely used in communication 

networks such as: GSM networks [10], SWLAN 

networks [11], and Mobile computing [17]. 

   Recently, index modulation (IM) as a new technique 

has been developed for multicarrier systems, which uses 

the indices of the subcarriers as a kind of resource to 

carry information [12]. In this paper, a high 

performance least square solver is presented which use 

recursive Cholesky decomposition. Wireless 

communication systems require solving least square 

equations in order to obtain taps weights of the FIR 

filter [13]. In this study, the authors propose a novel 

decision feedback equalizer (DFE)-based receiver, 

which combines channel shortening methods and 

dichotomous co-ordinate descent (DCD), recursive least 

squares (RLS), and adaptive algorithm with variable 

forgetting factor (VFF) [14]. The paper considers 

adaptive filtering algorithms for communication antenna 

arrays. The algorithms are based on the using of the 

quadratized Linearly Constrained Blind Least Mean 

Square criterion [15]. We propose the least squares 

disclosure attack (LSDA), in which user profiles are 

estimated by solving a least squares problem. We show 

that LSDA is not only suitable for the analysis of 

threshold mixes, but can be easily extended to attack 
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pool mixes [16]. 

   Old fashioned digital technologies totally have applied 

linear systems but later on, in line with technology 

advancement, companies began to enhance nonlinear 

communication systems performance. In this way, they 

applied chaotic communication systems for nonlinear 

systems [18, 19]. It is worth to mention that there are 

two precision necessities for the digital communication 

system, practically. These seemingly separated but 

technically related necessities are connected with robust 

generation of chaos and act of detecting quantization 

features in the channel. The former requirement verifies 

a very large dynamic range for the chaotic generator 

polynomial; and the latter one pertains to the necessary 

level of quantization, confirming that there are no 

features detectable after digital chaos converting to 

analog form using digital to analog converter (DAC) 

and its processing and transmitting. 

   It is well-known that there is no any exact definition 

for chaos except a few sorts of valid statements 

surrounding chaotic behavior. This statement is used for 

continuous time system; though there are equivalent 

discrete-time systems, to some extent. As for the main 

characteristics of the chaotic systems, one can refer to 

its being non-periodic, wideband, non-predictable and 

easy to implement practically. Any chaotic system is 

determined by initial conditions of equation which has a 

super-sensitive characteristic, when the initial condition 

is changed a bit, the behavior of the system will be 

completely different [19]. 

   The discrete-time chaotic systems are preferred to 

continuous ones because they have more advantages 

like direct utilization of them using a microcontroller or 

PC. In addition, it is possible to observe chaos in simple 

discrete-time systems [9]. Recently, many researchers 

from various disciplines have paid attentions to the 

chaos applications. One of such important and useful 

fields is chaotic communication with some typical 

applications including: channelized chaotic 

communications, self-encryption, and chaotic waveform 

pseudo-ranging [20]. Among this hot research field, 

digital chaotic systems have great advantages such as 

simple reproduction of devices, simple parameter 

setting and parameter stability [21]. Due to the nature of 

broadband chaotic signals, they can be used as carriers 

in spread-spectrum communications. Low probability of 

being intercepted, their resistance for jamming multiple 

access capability and multipath protection are among 

the advantages of spread spectrum communications 

such as chaos-based ones which have more advantages 

compared to the spread spectrum of conventional 

communications. An adaptive estimator is an estimator 

in a parametric or semiparametric model with nuisance 

parameters such that the presence of these nuisance 

parameters does not affect efficiency of estimation. 

   In this paper, we propose a new method for chaotic 

secure communications. In fact, a Total Least Square 

(TLS) algorithm is used to perform the demodulation in 

the digital filter part. Compared to ordinary Least-

Mean-Square (LMS) and Constrained-Stability LMS 

(CSLMS), we obtain a better performance for the 

presented configuration with a logistic map as the 

carrier in its chaotic regime. 

   It is worth mentioning that TLS has many applications 

in such different fields as computer version [29], image 

reconstruction [30, 32], speech and audio processing 

[33, 34], modal and spectral analysis [35, 36], linear 

system theory [37, 38], system identification [39, 42], 

and astronomy [43]. The logistic map is a polynomial 

mapping (equivalently, recurrence relation) of degree 

two, often cited as an archetypal example of how 

complex, chaotic behavior can arise from very simple 

non-linear dynamical equations. The map was 

popularized in a seminal 1976 paper by the biologist 

Robert May, in part as a discrete-time demographic 

model analogous to the logistic equation first created by 

Verhulst. 

   In applied statistics, total least square is a type of 

errors in variables regression, a least squares data 

modeling technique in which observational errors on 

both dependent and independent variables are taken into 

account. It is a generalization of deeming regression and 

also of orthogonal regression, and can be applied to both 

linear and non-linear models. The total least squares 

approximation of the data is generically equivalent to 

the best, in the Frobenius norm, low rank approximation 

of the data matrix. 

   The structure of this paper is as follows. Section 2 

devoted to some basic background from filtering and 

LMS theories. Application to chaotic communication 

with adaptive digital filter is discussed in Section 3. 

Numerical simulations are performed in Section 4. 

Finally, some concluding remarks in Section 5 close the 

paper. 

 

2 Basic Backgrounds 

   In this section some preliminaries from filters 

fundamental, their analysis, typical classifications, and 

LMS theories are reviewed. 

 

2.1 Basic Concepts of LMS 

   Because of its simplicity, low computational 

complexity and easy implementation, many filtering 

applications usually use LMS algorithm. Some of these 

applications are system identification, channel 

equalization, communication, control, beam forming, 

etc. The weight update in standard LMS is calculated 

using the following equation [44]: 
 

       *1n n u n e n       (1) 

 

where µ is a step size parameter and e*(n) shows the 

complex conjugate of the error signal between the 

designed signal and the output signal and u(n) is the 

input vector. However, many improved LMS algorithms 
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have been suggested to promote filter efficiency and 

convergence speed [24]. A constrained stability LMS 

(CS-LMS) algorithm is an algorithm suggested 

specifically to filter speech sounds. This algorithm is 

achieved through minimizing the squared Euclidean 

norm of the difference weight vector under a stability 

constraint set for the posterior estimation error. Step 

size is based on the error signal and is very important in 

this kind of algorithm. The weight update relations of 

CS-LMS algorithm are as follows [44]: 
 

   
   

 
2

1
u n e n

n n
u n

 
  


     (2) 

 

where δ = u(n) – u(n–1) and δe(n) = e(n) – e(n–1) are 

the difference of input vector and error signal, 

respectively. The step size largely affects convergence 

speed and steady state maladjustment. The larger step 

size, the better convergence speed but anyway increases 

maladjustment [24, 25]. 

 

2.2 Total Least Square 

   Golub and Van Loan proposed the total least square 

method for the over-determined system of equations 

AX ≈ B, where A ∈ Rm×n and B ∈ Rm×d are the defined 

data and X ∈ Rm×d is undefined [26, 27]. In case m > n, 

there is no precise solution for X, thus it is going to look 

for an approximate one. The total least squares method 

is a natural generalization of the least squares 

approximation method when the data in both A and B 

are perturbed. Notice the classic problem of total least 

square which searches the minimal corrections ∆A and 

∆B for our defined data A and B and makes a correct 

system of equations ˆ ˆAX B ,  ˆ :A AA  , 

ˆ :B BB  possible to be solved, i.e., [28]: 
 

   
, ,

, : arg miˆ n, ,   TLS TLS TLS FX A B
X A B A B

 
      (3) 

 

where (A + ∆A)X = B + ∆B. The total least square 

approximate method XTLS for X is in fact a solution for a 

system of equations which is corrected optimally 

ˆ ˆ
TLS TLSA B , ˆ :TLS TLSA A A  , ˆ :TLS TLSB B B  . 

Formulation of the total least squares problem as a 

matrix low rank approximation problem [28]: 
 

 
ˆ

: arg min

Subject t
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  (4) 

 

   The recent method of total least squares in form of a 

matrix low rank estimation method is certainly 

advantageous over the traditional one. In case of 

C = [A B], equation (3) (classical method) is basically 

identical to (4) (the matrix low rank approximation 

method). Of course, there are some exceptional times 

that (3) is unable to find a solution but (4) can always 

give a solution. However, both of these methods can 

evaluate fitting accuracy in different ways: the least 

squares method minimizes the sum of squared vertical 

distances but TLS method minimizes the sum of 

squared orthogonal distances from the data points to the 

fitting line, in both cases. In the former case, data 

approximation is carried out through correcting only the 

second coordinate but in the latter one (TLS), it is 

achieved through correcting both coordinates [28]. 

There is a comparison of the total least square and least 

square the total least squares problem has an analytic 

expression that is similar to the one of the least-squares 

solution [28]: 
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Least Squares

Total Least Square
  (5) 

 

where σn+1 is the smallest singular value of [A B]. While 

least squares minimize a sum of squared-residuals, total 

least squares minimize a sum of weighted squared 

residuals [28]: 
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Least Squares
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The solution of the classical total least squares problem 

[28] 
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is a singular value decomposition of C, σ1 ≥ ⋯ ≥ σn+d 

be the singular values of C, and define the partitioning 

[28] 
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   A total least squares solution exists if and only if V22 

is non-singular. In addition, it is unique if and only if 

σn ≠ σn+1. In the case when the total least squares 

solution exists and is unique, it is given by [28] 
 

1

12 22
ˆ

TLSX V V     (9) 

 

and the corresponding total least squares correction 

matrix is [28]: 
 

       2     d: iag  0,TLS TLS TLSC A B U V        (10) 

 

   In the generic case when a unique total least squares 

solution exists, it is computed from the d right singular 

vectors corresponding to the smallest singular values by 

normalization. This gives Algorithm 1 as a basic 
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algorithm for solving the classical total least squares 

problem (3). Note that the total least-squares correction 

matrix ∆CTLS is such that the total least squares data 

approximation [28]: 
 

 1 diag : ,0ˆ
TlS TL

T

SC C C U V     (11) 

 

is the best rank n approximation of C. 
 

Algorithm 1 Basic total least squares algorithm 

Input: A ∈ ℝm×n, B ∈ ℝm×d   

Output: XTLS a total least squares solution of  AX ≈ B 

 1: Compute the singular value decomposition 

[A B] = U ∑VT 

 2: If V22 is non-singular 

  Then set ˆ
TLSX = -V12V22

(-1) 

 3: Else Output a message that the problem 

(TLS1) has no solution and stop 

 4: End If 

 

3 Application to Chaos Communication with 

Adaptive Digital Filter 

3.1 Algorithm of Total Least Square 

   More information on derivation and an asymptotic 

analysis of the proposed algorithm are presented in this 

section. The anti-Hebbian learning rule that is obtained 

from the Hebbian rule given by (1) yielded this 

algorithm with the sign of its incremental term being 

reserved. In this algorithm, first we update the vector of 

the linear neuron unit considering an anti-Hebbian rule, 

that is, first we modify the weight vector as  n  by 

subtracting a small quantity that is proportional to the 

product of the input and the output signals from ω(n), as 

given by [44]: 
 

       1n n µ n e n       (12) 

 

   Next, a scaling operation is performed on the weight 

vector as given by [44]: 
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which essentially makes the last component ω(n+1) of 

the weight vector to be −1. Combining (12) and (13) 

yields [44]: 
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   The anti-Hebbian learning operation is represented by 

the numerator of (14) and the last component of the 

weight vector at the value of -1 is kept by the 

denominator. Equation (14) is called the explicitly 

scaled anti-Hebbian algorithm. If the gain coefficient µ 

is small enough such that |{µξk+1(n)e(n)}| < 1 then (14) 

can be expanded as a power series in µ, yielding [44]: 
 

           1

2

1  

( )  

kn n µe n n n n

O µ

          


  

 
 

(15) 
 

where O(µ2) denotes the summation of the second and 

higher order terms in µ. By neglecting these terms, a 

simple learning algorithm is obtained as given by [44]: 
 

           11  kn n µe n n n n             (16) 

 

which is more suitable in the numerical simulations. 

 
3.2 Adaptive FIR Filtering 

   Some areas such as echo cancellation, modeling, 

control, equalization, and beam-forming make use of 

adaptive FIR filters. Here, the proposed constrained 

anti-Hebbian learning algorithm was formulated in the 

framework of parameter estimation of an adaptive FIR 

filter, and it was compared with the widely-used least 

mean square (LMS) algorithm. Based on [44] a 

temporal adaptive FIR filter is shown in Fig. 1, where 

approximation [28]: 
 

       [ ,  1  , · · · ,  1 ]  Tu n u n u n u n k      (17) 

 

is the input vector, and 
 

       0 1 1   [ ,  , · · · ,  ]  T

kn n n n       (18) 

 

is the weight vector, and d(n) is the desired output of the 

filter. Moreover, the actual output signal of the adaptive 

filter is given by the following relation: 
 

          Ty n n u n   (19) 

 

The difference between y(n) and d(n) as given by 
 

     e n y n d n    (20) 

 

is the error signal for the adaptive filter. One of the 

conventional training approaches used in adaptive FIR 

filter is the LMS algorithm, in which ω(n) is updated 

through adding a fraction of the approximation of the 

instantaneous gradient of the mean square error, as 

given by 
 

       1   n n µu n e n      (21) 

 

Then the constrained anti-Hebbian algorithm is applied 

to this adaptive filter. Now, letting 

         , 
T

n u n d n     ,    1    ( ),  , 
T

kn n n      

and then (19) and (20) result in [44]: 
 

        Te n n u n d n    (22) 
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Fig. 1 Adaptive filter mechanism. 

 

Therefore, the error signal e(n) of the adaptive filter, is 

directly obtained from the constrained anti-Hebbian 

learning algorithm. As in many adaptive filter 

applications, the error signal has the same importance as 

filter parameters and other signal quantities that is 

regarded as a very useful property. By establishing the 

correspondence between the anti-Hebbian neuron and 

the adaptive FIR filter, we can express the explicitly 

scaled anti-Hebbian algorithm (14) for the FIR adaptive 

filter as [44]: 
 

           1    n n µe n u n n d n          (23) 

 

As for the structure, (24) is more similar to the LMS 

algorithm (21) than (23) is. In (24), one of the 

incremental terms -µe(n)u(n) is the same as the LMS 

incremental term. However, the feedback term 

-µe(n)d(n)ω(n), which is proportional to the product of 

the desired output signal and the error signal, controls 

the change in the weight vector in (24). The incremental 

term makes the algorithm optimal under the criterion of 

the TLS, which provides a better performance over the 

LMS algorithm in many applications. The learning 

algorithm (24) is referred to as the constrained anti-

Hebbian algorithm for adaptive FIR filtering. 
 

3.3 Application to Chaos Communication 

   A new communication technique in developing wide-

band communication is chaotic modulation. Parameter 

modulation is regarded as a chaotic modulation method 

which hides the information signal in the bifurcation 

parameter of a chaotic dynamical system. Therefore, a 

wide bandwidth is occupied by the modulated signal in 

the chaotic region. No code synchronization is required 

for the chaotic parameter modulation and a higher 

capacity than the conventional spread spectrum system 

for multiuser communication must be provided. 

   Fig. 2 shows the block diagram of chaotic 

communication with additive white Gaussian noise 

(AWGN) channel. The chaotic parameter modulates the 

information signal s(n), and the transmitted signal u(n) 

is corrupted by AWGN shown as: 
 

        y n u n n    (24) 

 

where v(n) is a zero mean white Gaussian channel noise 

with variance R(n). What we intend to use here, is 

applying the TLS to recover the information signal from 

the received signal y(n). Consider the following chaotic 

dynamical system for modulation 
 

        1 , u n f u n     (25) 

 

where λ is the bifurcation parameter, and is used to 

modulate the information signal s(n) by setting 

λ(n) = s(n)u(n) which can preserve chaos by imposing 

s(n) on the chaotic range. One of the most popular and 

famous discrete-time chaotic system, is the logistic map, 

in which against its apparent simplicity it evolve a rich 

chaotic behavior. A fundamental relation to the Logistic 

map is: 
 

      1 1 1  u n u n u n      (26) 

 

where λ = [3.7, 4] is the chaotic region of the logistic 

map. Based on the chaotic parameter modulation, the 

transmitted signal is given as 
 

        1 1 1  u n s n u n u n      (27) 

 

when s(n) is controlled to kept in the chaotic region 

[3.7, 4], and so the transmitted signal is wide-band 

chaotic signal. Based on the TLS algorithm, the desired 

signal is d(n)y(n+1), and the information s(n) is 

considered as the weight. The demodulator dependent 
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on the adaptive TLS for chaos communication is 

designed by 
 

          

            

  1 1  

1  

e n y n s n y n y n

s n s n µe n u n d n s n

   

   
  

 
 

(28) 

 

where the input signal is: 
 

        1  u n y n y n    (29) 

 

   As will be illustrated in the next section, this simple 

algorithm has a better performance rather than the other 

usual LMS-based demodulation methods. 

 
4 Numerical Simulations 

   Three different signals are utilized as the information 

to evaluate the performance of the TLS receiver. 

1. a constant signal: sn = 3.85; 

2.  multi value constant signal: 
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n

n

n

s n

n

n

 


 


  
  


 

   

 

3. . a sinusoidal signal: sn = 3.9 + 0.05 sin(n/5). 

   These three signals embody different time-varying 

characteristics. It should also be pointed that these 

information signals further can be applied in evaluating 

the filtering performance of the demodulator proposed. 

Gaussian white noise process is used as the 

measurement noise in the current attempt. We control 

the variance of the measurement in order to achieve the 

desired signal-to-noise (SNR) value. The Mean Squares 

Error (MSE) used as the filtering performance measure, 

is defined as 
 

    2

1

1
       (   ˆ  )

N

n

MSE s n s n
n 

    (30) 

 

where ŝ(n) is the estimated signal produced by the 

demodulator, and N is the total length of discrete time. 

100 trials were conducted to have the average of all the 

MSE values in the following simulations. 

   Figs. 3-5 show the MSE performance versus different 

SNR values for the three signals, respectively. By 

keeping the information signal, the parameters about 

step size are configured as µ = 0.7 in the LMS, 

µ = 0.009 in the CSLMS, and in the TLS µ = 0.02. 

Fig. 3 shows the comparison results about the MSE 

versus SNR of the proposed algorithms. According to 

Fig. 3, for the constant signal the MSE of the TLS is 

always smaller than that of the CS-LMS and LMS. 

Consequently, the TLS-based demodulating scheme has 

a better performance than the LMS and CS-LMS-based 

demodulators for all SNR. 

   Let see the performance of these three demodulating 

techniques for the second and third signal; i.e., sn is 

multivalued constant and sinusoidal. The parameters of 

step size are configured as µ = 1 in the LMS, 

 

 

 
Fig. 2 Block diagram of chaotic communication. 

 

  
Fig. 3 MSE for constant input signal. Fig. 4 MSE for multi-valued constant input signal. 
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µ = 0.08 in the CS-LMS, and µ = 0.3 in the TLS for the 

multivalued constant signal, and µ = 2 in the LMS, 

µ = 0.35 in the CS-LMS, and µ = 0.6 in the TLS for the 

sinusoid signal, respectively. The comparison results of 

these three algorithms for the multivalued constant 

signal and the sinusoid signal, respectively, are shown 

in Figs. 4 and 5. Based on Fig. 4, the MSE of the TLS is 

always 8 dB smaller than the CS-LMS for all SNR 

values. In other words, TLS always has better 

demodulation performance than the CS-LMS. 

Nevertheless, with the increase in SNR, the TLS 

demodulator would perform significantly better than the 

two CS-LMS and LMS demodulators. When the SNR 

values are greater than 35 dB, we choose the TLS 

instead of the LMS and the CS-LMS. For the sinusoid 

signal, the LMS and the CS-LMS outperform the TLS 

in the case of smaller SNR, which is obtained from 

Fig. 5. When the SNR is greater than 35 dB, the TLS 

has the best demodulation performance in the three 

demodulators. The reason for degrading performance in 

the case of low SNR is that, the larger error signal 

coming from the channel measurement noise may lead 

to finally obtain irrelevant step size for relatively larger 

misadjustment. Hence, the proposed TLS can obtain a 

smaller misadjusment only when SNR increases. 

   The convergence speed of these algorithms is 

achieved by considering the communication 

environment of SNR = 60 dB The parameter setting is 

shown as follows. For the constant signal, µ = 6  in the 

LMS, µ = 0.35 in the CS-LMS, and µ = 0.2 in the TLS. 

For the multi-valued constant signal, µ = 6 in the LMS, 

µ = 0.25 in the CS-LMS, and µ = 0.25 in the adaptive 

CS-LMS. For the sinusoid signal, µ = 6 in the LMS, 

µ = 0.35 in the CS-LMS, and µ = 0.6 in the TLS. The 

demodulation results for these three information signals 

based on the three demodulators are shown in Figs. 6-8. 

According to these three figures, the proposed TLS 

algorithm has a faster convergence speed and a better 

demodulation performance than the two other LMS and 

CS-LMS algorithms in the case of high SNR. 

 
5 Conclusion 

   In this work, a new digital filter has been designed for 

a chaotic communication system in which the 

demodulating part is processed via TLS algorithm. A 

Logistic map has been considered as the chaos-producer 

at the transmitter part. The modulator section regards 

the information signal as the controlled bifurcation 

parameter to keep the output of the modulator in the 

 

 

 

Fig. 5 MSE for sinusoidal input signal. Fig. 6 Estimating the information signal when it is constant. 

 

  
Fig. 7 Estimating the information signal when it is multi-valued 

constant. 

Fig. 8 Estimating the information signal when it is sinusoidal. 
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Chaos region. In the presence of an additive white noise 

of channel, what received by the demodulator is a noisy 

signal. Numerical simulations show that the presented 

technique for various information signals (e.g., constant, 

multivalued constant, and sinusoidal) has a better 

performance than the usual LMS-based methods, such 

as ordinary LMS and the CS-LMS one. This advantage 

is more highlighted for large SNRs. 
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